1. What is Linear Regression. What are the
Assumptions involved iIn it?

Linear Regression is a mathematical relationship between an
independent and dependent variable. The relationship is a direct
proportion, relation making it the most simple relationship
between the variables.

Y = mX+cC

= Y - Dependent Variable
= X - Independent Variable
= mand c are constants

Assumptions of Linear Regression :

v" The relationship between Y and X must be Linear.

v" The features must be independent of each other.

v" Homoscedasticity — The variation between the output must be
constant for different input data.

v" The distribution of Y along X should be the Normal
Distribution.
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Logistic Regression is a Binary Classification function. It is a
statistical model that uses the logit function on the top of the
probability to give 0 or 1 as a result.

The loss function in LR is known as the Log Loss function. The
equation for which is given as :




Difference between Regression and
Classification?

The major difference between Regression and Classification is
that Regression results in a continuous quantitative value while
Classification is predicting the discrete labels.

Regression

v" Regression predicts the quantity.

v We can have discrete as well as continuous values as input
for regression.

v If input data are ordered with respect to the time it becomes
time series forecasting.

Classification

he Classification problem for two classes is known as Binary

assification.

assification can be split into Multi- Class Classification or
Multi-Label Classification.

v" We focus more on accuracy in Classification while we focus
more on the error term in Regression.




What is Natural Language Processing?
State some real life example of NLP.

Natural Language Processing is a branch of Artificial Intelligence
that deals with the conversation of Human Language to
Machine Understandable language so that it can be processed
by ML models.

Examples — NLP has so many practical applications including
chatbots, google translate, and many other real time
applications like Alexa.

Some of the other applications of NLP are in text completion, text
suggestions, and sentence correction.



Why do we need Evaluation Metrics. What
do you understand by Confusion Matrix ?

Evaluation Metrics are statistical measures of model
performance. They are very important because to determine the
performance of any model it is very significant to use various
Evaluation Metrics. Few of the evaluation Metrics are, Accuracy,
Log Loss, Confusion Matrix.

Confusion Matrix is a matrix to find the performance of a
Classification model. It is in general a 2x2 matrix with one side
as prediction and the other side as actual values.

Positive

Actual

Negative

Positive Negative

Predicted



We can find different accuracy measures using a confusion
matrix. These parameters are Accuracy, Recall, Precision, F1
Score, and Specificity.

Maetric Formula Interpretation

\ TP + TN

ACURY TP +TN +FP + FN
TP

TP | FP

Overall performance of model

Precision How accurate the positive predictions are
Recall TP
Sensitivity TP + FN
I'l'lN
TN + FP
2TP

F1 score e Hybrid metric useful for unbalanced classes

2TP + FP + FN

Coverage of actual positive sample

Specificity Coverage of actual negative sample




What is the significance of Sampling?
Name some techniques for Sampling?

For analyzing the data we cannot proceed with the whole
volume at once for large datasets. We need to take some
samples from the data which can represent the whole
population. While making a sample out of complete data, we
should take that data which can be a true representative of
the whole data set.

There are mainly two types of Sampling techniques based
on Statistics.

Probability Sampling and Non Probability Sampling

1) Probability Sampling — Simple Random, Clustered
Sampling, Stratified Sampling.

2) Non Probability Sampling — Convenience Sampling,
Quota Sampling, Snowball Sampling.



What are Type 1 and Type 2 errors? In
which scenarios the Type 1 and Type 2
errors become significant?

Rejection of True Null Hypothesis is known as a Type 1 error. In
simple terms, False Positive are known as a Type 1 Error.

Not rejecting the False Null Hypothesis is known as a Type 2
error. False Negatives are known as a Type 2 error.

v" Type 1 Error is significant where the importance of
being negative hecomes significant. For example —If a
man is not suffering from a particular disease marked as
positive for that infection. The medications given to him
might damage his organs.

v" While Type 2 Error is significant in cases where the
importance of being positive becomes important. For
example — The alarm has to be raised in case of burglary in
a bank. But a system identifies it as a False case that won'’t
raise the alarm on time resulting in a heavy loss.



What are the conditions for Overfitting and
Underfitting?

In Overfitting the model performs well for the training data, but
for any new data it fails to provide output. For Underfitting the
model is very simple and not able to identify the correct
relationship. Following are the bias and variance conditions.

v" Overfitting — Low bias and High Variance results in
overfitted model. Decision tree is more prone to Overfitting.

v Underfitting — High bias and Low Variance. Such model
doesn’t perform well on test data also. For example —
Linear Regression is more prone to Underfitting.
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Normalization is a process of bringing the features in a simple range, so
that model can perform well and do not get inclined towards any particular
feature. For example — If we have a dataset with multiple features and one
feature is the Age data which is in the range 18-60 , Another feature is the
salary feature ranging from 20000 — 2000000. In such a case, the values
have a very much difference in them. Age ranges in two digits integer while
salary is in range significantly higher than the age. So to bring the
features in comparable range we need Normalization.

Both Normalization and Standardization are methods of Features
Conversion. However, the methods are different in terms of the
conversions. The data after Normalization scales in the range of 0-1.
While in case of Standardization the data is scaled such that it means
comes out to be 0.

Standardisation Max-Min Normalization
Age Salary

Age Salary
0.739130 0.685714
0.000000 0.000000
0.130435 0.171429

-0.113024 -2.532004e-01 0.478261 0.371429
0177609 6.632192e-16 0.665217 0.450794

0.758874 7.494733e-01
-1.711504 -1.438178e+00
-1.275555 -8.912655e-01

-0.548973 -5.266569e-01 0.347826 0.285714




What do you mean by Regularization? What are
L1 and L2 Regularization?

Regularization is a method to improve your model which is Overfitted by
introducing extra terms in the loss function. This helps in making the model
performance better for unseen data.

There are two types of Regularization :

L1 Regularization — In L1 we add lambda times the absolute weight terms
to the loss function. In this the feature weights are penalized on the basis
of absolute value.

L2 Regularization — In L2 we add lambda times the squared weight terms
to the loss function. In this the feature weights are penalized on the basis
of squared values.

L1 Regularization

N M M
Cost = Z(J’f "ZIUWJ‘)Z "*'?\Z |Wjl

i1=0 =
L2 Regularlzatmn

Cost = Z(v —i Xij *')Z_HZWZ

Loss function Regularization
Term

o



':'-'- ” . : .': | | Tgr==
' Ty S TRIM 2N \WRnatT avo
escr || e Dec |r tn )n tree ,’a ‘1Ithm and what are

n

=

nformation ain?

Decision tree builds models in the form of a tree structure. It breaks down
a dataset into smaller and smaller subsets while at the same time an
associated decision tree is incrementally developed. The final result is a
tree with decision nodes and leaf nodes. A decision node has two or more
branches represents a classification or decision. The topmost decision
node in a tree which corresponds to the best predictor called root node.
Decision trees can handle both categorical and numerical data.

The information gain is the amount of information gained about a random
variable or signal from observing another random variable.

Entropy is the average rate at which information is produced by a
stochastic source of data, Or, it is @ measure of the uncertainty associated
with a random variable

Decision Tree Mode
for Car Mileage Prediction

Weight == heavy ?

Yes No

[ High miieageJ Horsepower <= 86 ?

Yes No

High mileage Low mileage
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Ensemble Learning is a process of accumulating multiple models to form a
better prediction model. In Ensemble Learning the performance of the
Individual model contributes to the overall development in every step.
There are two common techniques in this:

Bagging — In this the data set is split to perform parallel processing of
models and results are accumulated based on performance to achieve
better accuracy.

Boosting — This is a sequential technique in which a result from one model!
IS passed to another model to reduce error at every step making it a better
performance model.

The most important example of Ensemble Learning is Random Forest
Classifier. It takes multiple Decision Tree combined to form a better
performance Random Forest model.

Bagging Boosting
i @H“ﬁ%’—*
T /

Parallel Sequential




Explain Naive Bayes Classifier and the principle
on which it works?

Naive Bayes Classifier algorithm is a probabilistic model. This model
works on the Bayes Theorem principle. The accuracy of Naive Bayes
can be increased significantly by combining it with other kernel functions
for making a perfect Classifier.

Bayes Theorem — This is a theorem which explains the conditional
probability. If we need to identify the probability of occurrence of Event A
provided the Event B has already occurred such cases are known as
Conditional Probability.

P(A|B)=P(BI‘J:2)P(A)

v" P(A\mi B) is a conditional probability: the probability of event A occurring given
that B is true. It is also called the posterior probability of A given B.

v P(B\A) is also a conditional probability: the probability of event B occurring
given that A is true. It can also be interpreted as the likelihood of A given a fixed
B because P(B\A)=L(A\B)

v P(A) and P(B) are the probabilities of observing A and B respectively without
any given conditions; they are known as the marginal probability or prior
probability.

v A and B must be different events.



What is Imbalanced Data? How do you
manage to balance the data?

If a data is distributed across different categories and the
distribution is highly imbalanced. Such data are known as
Imbalance Data. These kind of datasets causes error in model
performance by making category with large values significant
for the model resulting in an inaccurate model.

There are various techniques to handle imbalance data.

v We can increase the number of samples for minority
classes.

v We can decrease the number of samples for classes with
extremely high numbers of data points.

v We can use a cluster based technique to increase number
of Data points for all the categories.



Explain Unsupervised Clustering approach?

Grouping the data into different clusters based on the
distribution of data is known as Clustering technique.

There are various Clustering Techniques -

1) Density Based Clustering — DBSCAN , HDBSCAN
2) Hierarchical Clustering.

3) Partition Based Clustering

4) Distribution Based Clustering.



Explain DBSCAN Clustering technique and how is
DBSCAN is better than K- Means Clustering?

DBSCAN( Density Based) clustering technique Is an unsupervised approach
which splits the vectors into different groups based on the minimum
distance and number of points lying in that range. In DBSCAN Clustering
we have two significant parameters:

Epsilon — The minimum radius or distance between the two data points to
tag them in the same cluster.

Min — Sample Points — The number of minimum sample which should fall
under that range to be identified as one cluster.

DBSCAN Clustering technique has few advantages over other clustering
algorithms —

1) In DBSCAN we do not need to provide the fixed number of clusters.
There can be as many clusters formed on the basis of the data points
distribution. While in k nearest neighbour we need to provide the
number of clusters we need to split our data into.

In DBSCAN we also get a noise cluster identified which helps us in
identifying the outliers. This sometimes also acts as a significant term
to tune the hyper parameters of @ model accordingly.




Difference between RNN and CNN?

CNN

v" |t is used for distributed data, images.
- CNN has better performance than RNN
~ It requires input and output to be of fixed size.
v CNN is a feed forward network with multi layer easy processing
network.
- CNNs use patterns between different layers to identify the next results.
~ Image Processing

RNN

- RNN is used for sequential data.
v RNN is not having so many features.
v RNN can take any dimensions data.
~ RNN is not like a feed-forward mechanism it uses it's own internal
memory.
" Recurrent neural networks use time-series information and process the
results based on past memories.
~ Time-series forecasting, Text Classification




What do you mean by Cross Validation. Name
some common cross Validation techniques?

Cross Validation is a model performance improvement
technique. This is a Statistics based approach in which the
model gets to train and tested with rotation within the training
dataset so that model can perform well for unknown or testing
data.

In this the training data are split into different groups and in
rotation those groups are used for validation of model
performance.

The common Cross Validation techniques are -

v" K- Fold Cross Validation

v" Leave p-out Cross Validation

v Leave-one-out cross-validation.

v" Holdout method



What do you mean by Cross Validation. Name
some common cross Validation techniques?

Cross Validation is a model performance improvement
technique. This is a Statistics based approach in which the
model gets to train and tested with rotation within the training
dataset so that model can perform well for unknown or testing
data.

In this the training data are split into different groups and in
rotation those groups are used for validation of model
performance.

The common Cross Validation techniques are -

v" K- Fold Cross Validation

v" Leave p-out Cross Validation

v Leave-one-out cross-validation.

v Holdout method



What is Deep Learning ?

Deep Learning is the branch of Machine Learning and Al which
tries to achieve better accuracy and able to achieve complex
models. Deep Learning models are similar to human brains
like structure with input layer, hidden layer, activation function
and output layer designed in a fashion to give a human brain
like structure.

Deep Learning have so many real time applications -

v" Self Driving Cars
v" Computer Vision and Image Processing
v" Real Time Chat bots
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